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Agenda

* Text (@il f] ATH AP )
* Intro to Natural language processing (NLP)
* Challenges in NLP

* Large Language Model (LLM)

* Generative Adversarial Networks (GAN)

* Practice: In-class Case Review
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What i1s NLP?

* Natural language processing (NLP) 1s a field of computer
science, artificial intelligence, and computational linguistics
concerned with the interactions between computers and
human (natural) languages — Wikipedia

* Text 1s the largest repository of human knowledge and 1s
growing quickly.
* Emails, news articles, web pages, IM, scientific articles, insurance
claims, customer complaint letters, transcripts of phone calls,

technical documents, government documents, patent portfolios,
court decisions, contracts, ......
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Fundamental NLP Tasks

* NLP focuses on

* Understanding the meaning by processing text input
* Natural language generation

1. Convert input texts into
new symbol sequences
2. “Open-ended” generation WNEULC S

guage
Generaﬁon

Source



https://www.analyticsvidhya.com/blog/2021/05/natural-language-processing-step-by-step-guide/
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NLP Applications

* Chatbots and Virtual Assistants: One of the most prominent
applications of NLP 1s in the development of chatbots and
virtual assistants.
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Some notes

* Speech Recognition, also called speech-to-text, 1s the task
of reliably converting voice data into text data.

* Conversational Interfaces = Speech Recognition + NLP +
Voice

Text Audlo
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NLP Applications

* Content Generation: From news articles to creative writing,
NLP algorithms can generate human-like text content.
Content creators can leverage these tools to automate

routine writing tasks, freeing up time for more complex
creative endeavors.
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NLP Applications

e Machine Translation

e DeepL  Translator v* DeepLPro  ForBusiness v Why DeepL? v API Start free trial Q- login =

Translate text Translate files / DeeplL Write
31 languages .pdf, .docx, .pptx Al-powered edits
Chinese v Z  English (US) v Glossary
IRHEFRBE A ~ There's someone at the police station.
Alternatives:
Someone at the police station.
Someone from the police station.
Py © ) O g 0 <

https://www.deepl.com/translator#zh/en/
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NLP Applications

* Information Extraction: NLP techniques enable computers
to extract structured information from unstructured
text. This has applications in data mining, knowledge
extraction, and content categorization.

< FHAMIUHRES e ©

o IRIBEIRERENER, FHEARRNS BIRMHNIZEE—H

HMIEER, BaiiFowsa. BiaMitbit

©® BRIR3 O EFIRF HaMEFH IR

Named-entity recognition — -

Paragraph summarization
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NLP Applications

* Sentiment/Opinion Analysis: NLP has revolutionized

sentiment analysis by enabling machines to gauge
emotional tones 1n text data.

https://swarma.org/?p=3696
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* Ambiguity

Challenges




AIID + Text

Challenges

* Language 1s not static 2022 F P L5 7E o AT 1A
1. emo—iP&ERY
2. RE—IFEMAEBRS
3. EEE—EEIIZTEENSEA
4, KESBB—AR
5. YYDS IKIZAIE
6. WpF—I BRI
7. WRE—FET
8. SE=—1BEK%
9. 999——6# 1
10, fyp— L]
11, BEQT—=RTRT
12, kpd—HwHY >

ok
w

- RARB—FESR
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Challenges

e DeepL Translator v* Q- L

Translate
Translate

aas) text El ,f”is, , c
31 languages

pat, .aock,
.pptx

* Language 1s compositional

Chinese ‘
(detected) v & English (US) v

ANIWS:chie

CAUTION
WET FLOOR

A

G th;E

PO

Watch your step.

il 3 -

Watch out for the floor.
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Challenges

e Scale

* ChatGPT was trained on a massive corpus of text data,
around 570GB of datasets, including web pages, books, and other
sources. To be even more exact, 300 billion words were fed into
the system.
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Large Language Model (LLM)

* LLM i1s a type of language model notable oPT 178
for 1ts ability to achieve general-purpose woom | e
language understanding and generation.
Also known as foundation model.

GPT 3.0 175B
LaMDA 137B

GLM 130B

* LLMs acquire these abilities by using
massive amounts of data to learn billions
of parameters during training and Lawa 658
consuming large computational resources e | 208
during their training and operation.

YaLM 100B

Falcon 40B

UL2 20B

R 2da 13B
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Evolutionary
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(CLlosed-Source) 125 e y 00 o
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https://arxiv.org/pdf/2304.13712.pdf
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Evolutionary
Tree @ @G BardG PT4@ M Ourassic-222  (Claudel
2023 Anthropic
=, =me i lommn | &
SparroO =
Open-Source e nervdG
(Closed-Source) S e o e =
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InstructG TG GPT-NeoX(a’
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OpenAl consistently maintains its leadership position in LLM
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https://arxiv.org/pdf/2304.13712.pdf
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https://arxiv.org/pdf/2304.13712.pdf
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https://arxiv.org/pdf/2304.13712.pdf
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https://arxiv.org/pdf/2304.13712.pdf

How to use LLLMs

Fine-tuned models VS In context learning
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Fine-tuned models

* Fine-tuned models are typically smaller language models
which are also pretrained and then further tuned on a
smaller, task-specific dataset to optimize their performance
on that task

Data

v

Pre-Trained Transformer
Fine-Tuning

Question Others!
Answering . L.
Named-Entity | Summarization
Recognition
Language Paraphrase
Generation \/ Identification
Sentiment
Analysis
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Fine-tuned models with GPT

Prompts &

oSS OpenAl Playground I

——-—»

Interactions

-———p

& Interfaces
ChatGPT
(Language)
GPT models
(Language)
T
i
I
Conversational
Corpus Text Data

I
\ Graph data

OpenAl API

A A
f
I 1
]

=F==x

CODEX models

I
DALL-E
(Neural Networks and

Transformers)

(Deep Learning and
Language)

Model

------*

Image Pair Source Code

Data Data

nttps:W.mak'lngmeamng.1nfo7posf7opm- cat-sheet
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Instruction
Exemplar
Label

Instruction
Exemplar
Label

In context learning

Using LLMs directly without tuning on data for specific tasks

Instruction Tuning
In-context exemplars not needed to learn
the task

Input

What is the sentiment of this?
This movie is great
Answer: Positive

What is the sentiment of this?
Worst film I've ever seen
Answer: Negative

[more exemplars]

What is the sentiment of this?
This movie is terrible
Answer:

Output
Negative

Symbol Tuning
Must use in-context exemplars to learn
the task

Input

This movie is great

Answer: Foo Unrelated

Worst film I've ever seen

Answer: Bar Unrelated

[more exemplars]

This movie is terrible
Answer:

Output

Bar



Prompting & Fine Tuning

1) Prompt Engineering o 2) Finetune on
many examples

1.1) Tuning the task description 1.2) Adding examples in the prompt

Task description P e e
i This is a movie review sentiment

ool

Example #1 _ Example input #1

This review is | positive. Example output #1

Custom

— Language
Example #2 Review: Example input #2 S - Model

In summary, ‘negative. Example output #2 “ee ¢
TLDR:

in plain terms output

This review is

To explain to a 5-year-old,

cf. https://docs.cohere.aifintro-to-lims/




AIID + Text 27

Choosing LLMs or fine-tuned models

1. Due to their strong generation ability and creativity,
LLMs show superiority at most generation tasks.

NLP Mimicking
Application Human Difficult Tasks o
(e g. chatbot) Requiring scaling LLMs

(e.g. Reasoning,
Emergent abilities ) _,m_.l
Tasks Tasks with little relation to Models
At MaC A Just a few labeled
m data (Zero/Few-
shot)

(e.g. regression)
i Ggub
Fine-tuned
"l:Aodo'I‘s 0 &

Out-of-distribution
Contexts contain }‘_0 (0.0.D) data ]
Required knowledge enough knowledge H Creative and Complex
inconsistent with the Knowledge- text/code generation
real-word. intensive

tasks

o | - aD — :

Models



AIID + Text 28

Choosing LLMs or fine-tuned models

NLP Mimicking
Application Human Difficult Tasks o
(e g. chatbot) Requiring scaling LLMs

(e.g. Reasoning,
Emergent abilities ) Multiple Fl::—:’urlied
Tasks ‘Tasks with little relation to | I odeis

language modelli
i ‘e Just a few labeled
data (Zero/Few-
shot)

(e.g. regression)

Fine-tuned ‘
Models 0 Out-of-distribution
Contexts contain (0.0.D) data
Required knowledge enough knowledge H Creative and Complex
inconsistent with the Knowledge- text/code generation
real-word. intensive

tasks
o Fine-tuned e L
Models " :

..................

2. For most traditional NLU tasks, a fine-tuned model is a better choice
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Choosing LLMs or fine-tuned models

NLP Mimicking
Application Human Difficult Tasks m
’ (e.g. chatbot) Requiring scaling

(e.g. Reasoning,
Emergent abilities )

Y Fine-tuned
Tasks with little relation to Models

Multiple
Tasks

language modelling
(e.g. regression) Just a few labeled
data (Zero/Few-
shot)
Fine-tuned
Modela Out-of-distribution ]
Contexts contain (0.0.D) data
Required knowledge enough knowledge Creative and Complex
inconsistent with the Knowledge- text/code generation
real-word. intensive

o Fine__tuned ..---.-----.------_:
mm Models



AIID + Text

Abilities Regarding Scaling

* With the exponential increase of model scales, LLMs
become especially capable of reasoning like arithmetic
reasoning and commonsense reasoning.

* Emergent abilities become serendipity (& #5#7 & 31.) for
uses that arise as LLMs scaleup, such as ability in word
manipulation and logical ability.

* emergent abilities of LLMs are abilities that are not present in
smaller-scale models but are present in large-scale models.

* In many cases, performance does not steadily improve with
scaling due to the limited understanding of how large
language models’ abilities change as they scale up.
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31

Reasoning test with 18 S -

ISk
refuse to
answer the
same question

¥

BEnTER, IZEna, ERILDIER?

n - (n+1) = -1

-1PER, X1

SR

EREIRNT?

PRIEEFEN, MNXTMERELRIFATASE,

ERREXTEE: “BEnTER, IZiEna11, BR/LITER?”

n - (n+1) = -1,

BTERELMMEATASE, ARNENIPFIRFAATE

M

~l

i)

it

Q9
Q9
Q9

N ERERARE




* DS323: Al 1n Design

Generative Adversarial
Networks
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Generative Adversarial Networks

* GANSs can be trained on the images of
* humans to generate realistic faces.

* cartoon characters for generating faces of anime characters as well as Pokemon
characters.
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Text to Image

A small bird A small yellow
The bird is A bird with a This small with varying bird with a
Text This bird is_rcd short and. m.cdiun.u orange  black bird_ has shades of black crown
description and brm.m in stubby wul.| bill wh.ﬂc body  ashort, slightly  brown with and a shqn
) color, with a yellow on its gray wings and  curved billand  white under the  black pointed
stubby beak body webbed feet long legs eyes beak
64x64

GAN-INT-CLS

128x128
GAWWN

256x256
StackGAN-vi

256x256
StackGAN-v2
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What are Generative Adversarial
Networks?

* Generative Adversarial Networks (GANs) were introduced in 2014
by Ian J. Goodfellow.

* GANs perform unsupervised learning tasks in machine learning.

* It consists of 2 models that automatically discover and learn the
patterns in input data.

Discriminator

Generator
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What are Generative Adversarial
Networks?

* A Generator in GANSs is a neural network that creates fake data to be
trained on the discriminator. It learns to generate plausible data.

Noise vector Generator -
- Network

Fakes images
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What are Generative Adversarial
Networks?

* The Discriminator 1s a neural network that identifies real data from the fake
data created by the Generator. The discriminator's training data comes from
different two sources

Discriminator - Predicted Labels
Network

Real / Fake notes

Noise vector Generator - o = zzm e
- Network -~ ._ S—

Fakes images
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Steps for Training GAN

Define the problem
Choose the architecture of GAN

Train discriminator on real data

1
2
3
4. Generate fake mputs for the generator
5. Train discriminator on fake data

6

Train generator with the output of the discriminator

Real handwritten
digits

Em—
Training loop
r-—-r———~>~>~>"~"7"777 1
T | [
S |
2N Seining caia Discriminator i—. Compute

accuracy/loss

()
(]
=]
Q
=
o]
=
» .

————
-y

Training loop

$50| J0JRUIWIISI]

SSO| J0jelauan
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Exercise

* GPT token encoder and decoder:
https://observablehq.com/@simonw/gpt-tokenizer

o [ B =38 X |5 A: https://gianwen.aliyun.com/
* GAN Lab: https://poloclub.github.10/ganlab/

Resources
* https://github.com/Hannibal046/Awesome-LLM


https://observablehq.com/@simonw/gpt-tokenizer
https://qianwen.aliyun.com/
https://poloclub.github.io/ganlab/
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Wan Fang
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