
Week 05 Lecture 09
AIID + Text

Wan Fang
Southern University of Science and Technology

DS323: AI in Design (AIID)
Autumn 2023



Agenda
• Text（通向通用⼈⼯智能之路？）

• Intro to Natural language processing (NLP)

• Challenges in NLP

• Large Language Model (LLM)

• Generative Adversarial Networks (GAN)

• Practice: In-class Case Review
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What is NLP?
• Natural language processing (NLP) is a field of computer 

science, artificial intelligence, and computational linguistics 
concerned with the interactions between computers and 
human (natural) languages – Wikipedia

• Text is the largest repository of human knowledge and is 
growing quickly.
• Emails, news articles, web pages, IM, scientific articles, insurance 

claims, customer complaint letters, transcripts of phone calls, 
technical documents, government documents, patent portfolios, 
court decisions, contracts, ……
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Fundamental NLP Tasks
• NLP focuses on 

• Understanding the meaning by processing text input
• Natural language generation
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Source

1. Convert input texts into 
new symbol sequences

2. “Open-ended” generation

https://www.analyticsvidhya.com/blog/2021/05/natural-language-processing-step-by-step-guide/


NLP Applications
• Chatbots and Virtual Assistants: One of the most prominent 

applications of NLP is in the development of chatbots and 
virtual assistants. 
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Some notes
• Speech Recognition, also called speech-to-text, is the task 

of reliably converting voice data into text data.
• Conversational Interfaces = Speech Recognition + NLP +

Voice
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ASR

NLP
NLP

Text Audio



NLP Applications
• Content Generation: From news articles to creative writing, 

NLP algorithms can generate human-like text content. 
Content creators can leverage these tools to automate 
routine writing tasks, freeing up time for more complex 
creative endeavors.
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NLP Applications
• Machine Translation
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https://www.deepl.com/translator#zh/en/



NLP Applications
• Information Extraction: NLP techniques enable computers 

to extract structured information from unstructured 
text. This has applications in data mining, knowledge 
extraction, and content categorization.
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Named-entity recognition

Paragraph summarization



NLP Applications
• Sentiment/Opinion Analysis: NLP has revolutionized 

sentiment analysis by enabling machines to gauge 
emotional tones in text data.
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https://swarma.org/?p=3696



Challenges
• Ambiguity
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⼀语双关 谐音

反语



Challenges
• Ambiguity
• Language is not static
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Challenges
• Ambiguity
• Language is not static
• Language is compositional
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Challenges
• Ambiguity
• Language is not static
• Language is compositional
• Scale

• ChatGPT was trained on a massive corpus of text data, 
around 570GB of datasets, including web pages, books, and other 
sources. To be even more exact, 300 billion words were fed into 
the system.

14AIID + Text



Large Language Model (LLM)
• LLM is a type of language model notable 

for its ability to achieve general-purpose 
language understanding and generation. 
Also known as foundation model.

• LLMs acquire these abilities by using 
massive amounts of data to learn billions 
of parameters during training and 
consuming large computational resources 
during their training and operation.
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Source

https://arxiv.org/pdf/2304.13712.pdf
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Source

OpenAI consistently maintains its leadership position in LLM

https://arxiv.org/pdf/2304.13712.pdf
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Source

Meta contributes significantly to open-source 
LLMs and promotes research of LLMs. 

https://arxiv.org/pdf/2304.13712.pdf
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Source

LLMs exhibit a tendency towards closed-sourcing

https://arxiv.org/pdf/2304.13712.pdf
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Source

https://arxiv.org/pdf/2304.13712.pdf


How to use LLMs

Fine-tuned models VS In context learning
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Fine-tuned models
• Fine-tuned models are typically smaller language models 

which are also pretrained and then further tuned on a 
smaller, task-specific dataset to optimize their performance 
on that task
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Fine-tuned models with GPT
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https://www.makingmeaning.info/post/openai-cheat-sheet



In context learning
24AIID + Text

Using LLMs directly without tuning on data for specific tasks
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Choosing LLMs or fine-tuned models
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1. Due to their strong generation ability and creativity, 
LLMs show superiority at most generation tasks.



Choosing LLMs or fine-tuned models
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2. For most traditional NLU tasks, a fine-tuned model is a better choice 



Choosing LLMs or fine-tuned models
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3. LLMs excel at knowledge-intensive tasks due 
to their massive real-world knowledge.



Abilities Regarding Scaling
• With the exponential increase of model scales, LLMs 

become especially capable of reasoning like arithmetic 
reasoning and commonsense reasoning.
• Emergent abilities become serendipity (意外新发现) for

uses that arise as LLMs scaleup, such as ability in word
manipulation and logical ability.
• emergent abilities of LLMs are abilities that are not present in 

smaller-scale models but are present in large-scale models. 

• In many cases, performance does not steadily improve with 
scaling due to the limited understanding of how large 
language models’ abilities change as they scale up.
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Reasoning test with 通义千问
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小爱同学?
refuse to 

answer the 
same question



Generative Adversarial 
Networks

• DS323: AI in Design
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Generative Adversarial Networks
• GANs can be trained on the images of 

• humans to generate realistic faces.
• cartoon characters for generating faces of anime characters as well as Pokemon

characters.
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Text to Image
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What are Generative Adversarial 
Networks?

• Generative Adversarial Networks (GANs) were introduced in 2014 
by Ian J. Goodfellow.

• GANs perform unsupervised learning tasks in machine learning.
• It consists of 2 models that automatically discover and learn the 

patterns in input data.
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What are Generative Adversarial 
Networks?

• A Generator in GANs is a neural network that creates fake data to be 
trained on the discriminator. It learns to generate plausible data.
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What are Generative Adversarial 
Networks?

• The Discriminator is a neural network that identifies real data from the fake 
data created by the Generator. The discriminator's training data comes from 
different two sources
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Steps for Training GAN
1. Define the problem
2. Choose the architecture of GAN
3. Train discriminator on real data
4. Generate fake inputs for the generator
5. Train discriminator on fake data
6. Train generator with the output of the discriminator



Exercise
DS323: AI in Design

• GPT token encoder and decoder：
https://observablehq.com/@simonw/gpt-tokenizer
•阿里云通义千问模型：https://qianwen.aliyun.com/
• GAN Lab: https://poloclub.github.io/ganlab/

Resources
• https://github.com/Hannibal046/Awesome-LLM

https://observablehq.com/@simonw/gpt-tokenizer
https://qianwen.aliyun.com/
https://poloclub.github.io/ganlab/


Thank you~
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