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Day 4
• 8:00 – 8:50 Review of the Initial Ideation
• 9:00 – 10:30 Lecture : Convolutional Networks/RNN/GAN

Exercise: Play the notebooks
• 10:50 – 12:10 Workshop: Data collection

• 2:00 – 5:00 Exercise: Prototyping + testing with data/model
• 5:00 – 6:00 Review of the day
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AI –> Machine Learning–> Deep Learning
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Image: Linked In | Machine Learning vs Deep learning



Convolutional Networks
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Convolutional Networks Applications
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A Design Challenge with Increasing 
Dimensions

Regular Neural Nets don’t scale well to full images

Input Features

Output Label

32×32×3 = 3,07228×28×1 = 784

…

…

…
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(10×784 ←𝑊 → 10×3072)

Activation
(?)
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Gray-scaled Color (RGB)

𝟓𝟏𝟐×𝟓𝟏𝟐×𝟑 = 𝟕𝟔𝟓, 𝟒𝟑𝟐
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Convolutional Operation
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Motivations
• Sparse interactions
• Parameter sharing
• Equivariant representations



Convolution in 3D Volumes
Preserved spatial structure between the input and output volumes in width, height, number of channels

7×7×3

Input
Volume
in 3D

3 (depth)

7 (width)

7 (height)
Output
Volume
in 3D

Filter sizes in 3×3×3
• always extend the full depth 

of the input volume 

3×3×2

2 (depth)

3 (width)

3 (height)

Layers in a ConvNet: 
Transform an input 3D volume to 
an output 3D volume with some 
differentiable function that may 

or may not have parameters.

Convolve the filter with the 
image 
i.e. “slide over the image spatially, 
computing dot products”
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The Design of a Convolutional Layer
A convolutional layer is defined by the filter (or kernel) size, 
the number of filters applied and the stride
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Output Volume Size

Defined by the filter (or kernel) size, the number of 
filters applied and the stride

• Depth (number of channels): 
• adjusted by using more or fewer filters

• Width & Height: 
• adjusted by using a stride >1 
• (or with a max-pooling operation)
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The Last Layer
From a Cubic Volume in 3D to predicted labels

Similar like a 
normal neural 
network

Expensive in 
#weights

But preseves the 
location data (x, 
y)

Much lighter in 
calculation

The average 
pooling explicitly 
discards all 
location data
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Stacking Up a ConvNet
Layer-by-layer
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Recurrent Neural 
Networks
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Supervised Learning with Sequences
• Many supervised learning problems deals with ordered 

sequences
• Financial time series

• Input: ordered sequence of past series values
• Output: ordered sequence of future series values
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Supervised Learning with Sequences
• Many supervised learning problems deals with ordered 

sequences
• Natural Languge Processing

• Input: ordered sequence of words or characters
• Output: ordered sequence of characters
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Supervised Learning with Sequences
• Many supervised learning problems deals with ordered 

sequences
• Machine Translation

• Input: ordered sequence of words (language X)
• Input: ordered sequence of words (language Y)
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Supervised Learning with Sequences
• Many supervised learning problems deals with ordered 

sequences
• Speech Recognition

• Input: ordered sequence of audio signal
• output: ordered sequence of words
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Why Recurrent Neural Networks?
• RNN were created because there were a few issues in the 

feed-forward neural network:
• Cannot handle sequential data
• Considers only the current input
• Cannot memorize previous inputs
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What Is a Recurrent Neural Network 
(RNN)?

https://www.ibm.com/cloud/learn/recurrent-neural-networks

• RNN are distinguished by their “memory” as they take information from prior 
inputs to influence the current input and output.

• RNN share parameters across each layer of the network
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Types of Recurrent Neural Network 
(RNN)?

One-to-one: One-to-many: Many-to-one:

Many-to-many: Many-to-many:

https://www.ibm.com/cloud/learn/recurrent-neural-networks



Variant RNN architectures
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• Long Short-Term Memory Networks
• LSTMs are a special kind of RNN — capable of learning long-

term dependencies by remembering information for long periods 
is the default behavior.



Generative Adversarial 
Networks
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Generative Adversarial Networks
• GANs can be trained on the images of 

• humans to generate realistic faces.
• cartoon characters for generating faces of anime characters as well as Pokemon

characters.
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Text to Image
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What are Generative Adversarial 
Networks?

• Generative Adversarial Networks (GANs) were introduced in 2014 
by Ian J. Goodfellow
• GANs perform unsupervised learning tasks in machine learning.
• It consists of 2 models that automatically discover and learn the 

patterns in input data.
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What are Generative Adversarial 
Networks?

• A Generator in GANs is a neural network that creates fake data to be 
trained on the discriminator. It learns to generate plausible data.
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What are Generative Adversarial 
Networks?

• The Discriminator is a neural network that identifies real data from the fake 
data created by the Generator. The discriminator's training data comes from 
different two sources
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Steps for Training GAN
1. Define the problem
2. Choose the architecture of GAN
3. Train discriminator on real data
4. Generate fake inputs for the generator
5. Train discriminator on fake data
6. Train generator with the output of the discriminator



Exercise with Julia
DS323: AI in Design

• CNN: Handwritten digits classification

• RNN: AI Generates Shakespeare-like text

• Deep Convolutional GANs (DCGANs): Generate images 
from noise



Workshop: 
Data collection
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User Mannual
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Exercise
• Connect the USB camera to your computer and visit the 

following website and you will see a web-based GUI for 
data collection.
• https://me336.asyst.design/CustomSetting.html

















Iterate on your value proposition 
statement based on your learnings and get 
ready to prototype for deeper insights.







Day 02
AI Meets Design II

Thank you~

Wan Fang
Southern University of Science and Technology

DS323: AI in Design
Autumn 2022


