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Day 3
• 8:00 – 9:30 Review of the Initial Ideation
• 9:40 – 11:00 Lecture : Linear Regression and Classification

Lecture: Neural Networks
• 11:10 – 12:10 Exercise: Build and Play with Neural Networks

• 2:00 – 5:00 Exercise: AI Meets Design Activity II
• 5:00 – 6:00 Review of the day
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AI –> Machine Learning–> Deep Learning
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Image: Linked In | Machine Learning vs Deep learning



Types of Machine Learning?
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Supervised Learning
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• Training Data
• Data used to learn a 

model

• Test Data
• Data used to assess the 

accuracy of model



Overfitting
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• Model performs well on training data but poorly on test data



Bias and Variance
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• Bias
• Expected difference between 

model’s prediction and truth

• Variance
• How much the model differs 

among training sets

Model Scenarios
• High Bias: Model makes inaccurate predictions on training data
• High Variance: Model does not generalize to new datasets
• Low Bias: Model makes accurate predictions on training data
• Low Variance: Model generalizes to new datasets



Linear Regression
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• 𝐰
• The weight determines the influence of each feature on our 

prediction, usually a vector form with 𝑤!
• 𝑏

• The bias says what value the predicted price should take 
when all features take 0

• Given a dataset, our goal is 
• To choose the weights 𝐰 and bias 𝑏 such that on average, 

the predictions made based on our model best fit the true 
prices observed in the data.



Linear Regression
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[                                    ]𝑦! 𝑥"! 𝑥#! 𝑥…! 𝑥%!𝑖
label data pointindex

$𝑦! = 𝑤"𝑥"! + 𝑤#𝑥#! +⋯+ 𝑤%𝑥%! + 𝑏



Linear Regression
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• Vectorization
• All features into a vector x for a single data point
• All weights into a vector w
• Our entire dataset as the design matrix X, including one row 

for every example and one column for every feature

𝐗 =
𝑥"
" ⋯ 𝑥%

"

⋮ ⋱ ⋮
𝑥"
! ⋯ 𝑥%

!

one row for every example

one column 
for every feature



Loss Function
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• To quantify the distance between the predicted and real value.
• usually be a non-negative number where smaller values are better 
• perfect predictions incur a loss of 0

• The Sum of Squared Errors
• the empirical error is only 

a function of the model parameters

• Loss Function as an averaged SSE



Gradient Descent
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• Iteratively reducing the error by updating the parameters in the 
direction that incrementally lowers the loss function
• On convex loss surfaces, it will eventually converge to a global minimum
• For nonconvex surfaces, it will at least lead towards a (hopefully good) local 

minimum.

• The key technique for optimizing nearly any deep learning model



Linear Classification
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A Linear Boundary Line of 2𝑥! + 𝑥" − 18 = 0
as a decision criteria from regression to classification

An example of acceptance at a University
• Hypothesis

• Acceptance depending on 
Test and Grade

• Data
• 𝑥 ! , 𝑦 !

• Input
• 𝑥"

! as test scores and 𝑥#
! as 

test scores 
• Output

• %𝑦 ! as a threshold decision of 
Accept or Reject

• Model
• A linear boundary line to 

separate the data
• 𝑤!𝑥! +𝑤"𝑥" + 𝑏 = 0

• A threshold to activate a 
decision against the line
• > 0: Accept; < 0: Reject



Perceptron with an Activation Function
DS323: AI in Design

• An Artificial Neuron with two nodes
• Weighted-sum node

• Calculate a linear equation 𝑠(𝑥) with inputs on the weights plus bias
• Activation node

• Apply the step function to get the predicted result %𝑦(𝑠)

Yes
No

𝑠 = 𝐰&𝐱 + 𝑏

⋮

𝑥"

𝑥#

𝑥'

1

𝑤"

𝑤#

𝑤'

𝑏

𝐰 &𝐱 + 𝑏

Weighted-Sum
Function

$𝑦 = 11 𝑖𝑓 𝑠 ≥ 0
0 𝑖𝑓 𝑠 < 0

0
1

Activation
Function

step

• $𝑦 = 𝑔()*!+,*!-' 𝑓./!01*/%234 𝐱
• $𝑦 = step 𝑠, 0
• $𝑦 = step 𝐰&𝐱 + 𝑏, 0



A Perceptron as an Artificial Neuron
DS323: AI in Design



Activation Function
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Limitation of Single Perceptron
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What if the boundary line is non-linear?

• Unable to classify nonlinear scenarios 



Multi-Layer Perceptrons
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Forward Propogation
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http://galaxy.agh.edu.pl/%7Evlsi/AI/backp_t_en/backprop.html

http://galaxy.agh.edu.pl/~vlsi/AI/backp_t_en/backprop.html


Exercise I
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• Build your first neural networks on the website
• https://playground.tensorflow.org/

• Play with different data types, features, network structures. 
Can Neural networks separate nonlinear features?

• Try different hyperparameters.

https://playground.tensorflow.org/


Exercise II
“Hello, MNIST!”



A Toy Example of Training a Neural 
Network
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Tensors as matrices storage of data
• [28, 28, 1]: A 28x28 pixel grayscale image (Gray)
• [128, 28, 28, 3]: A batch of 128 color images (RGB)

Loss

Accuracy

60,000 training images 
10,000 testing images



A Single-layer Network of Image 
Classification
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Input 
Image

Straightened into an array of features (x)

Vectorized dataset into 
a batch (of 100 images) 
for efficient operation

Through Softmax operation to predict 10 
labels (y) with a normalized distrution



Softmax on a Batch of Images

https://github.com/GoogleCloudPlatform/tensorflow-without-a-
phd/blob/master/tensorflow-mnist-tutorial/keras_01_mnist.ipynb
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https://github.com/GoogleCloudPlatform/tensorflow-without-a-phd/blob/master/tensorflow-mnist-tutorial/keras_01_mnist.ipynb


Training Process
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Adding Layers
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Getting flat
• The gradient can become very small and 

training get slower and slower.

Simply adding more layers with sigmoid activations does not give us the 
expected results …



Special Care for Deep Networks

https://github.com/GoogleCloudPlatform/tensorflow-without-a-phd/blob/master/tensorflow-mnist-tutorial/keras_02_mnist_dense.ipynb
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https://github.com/GoogleCloudPlatform/tensorflow-without-a-phd/blob/master/tensorflow-mnist-tutorial/keras_02_mnist_dense.ipynb


Lecture
AI Meets Design II
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Iterate on your value proposition 
statement based on your learnings and get 
ready to prototype for deeper insights.









To define what success looks 
like, it can help to imagine what 
failure looks like. Understanding 
cost of false, we can make 
conscious decisions about what 
to optimize for and what to 
trade-off. 





Optimizing for one thing always 
implies letting go of another. Once 
we have a clear objective in mind, 
we must train the model to 
understand and pursue such behavior.



By default, engineers 
will strive for maximum 
accuracy. In some cases, 
a lower score suffices at 
fulfilling a need, or the 
UX can make up for a 
range of errors. As 
designers, we can help 
define when models are 
or aren’t ‘good enough’ 
to provide value to our 
user.





Each design material comes 
with unique challenges. In 
the same way that designing 
a poster is different from 
designing a mobile app, 
designing AI-driven 
applications is different from 
designing apps.





Design ethics, as general 
ethics, aren’t as simple as 
wrong and right. More 
often, we are designing 
for a tension between 
different values.

Making these polarities 
explicit can help us 
design for them in a 
constructive way: 
deciding where on the 
spectrum we want our 
product or service to 
reside, on what to foster, 
and look out for.





Guiding questions:
• What consequences & impact might this have? Think of culture, politics, economics, etc.
• What’s the best-case scenario? Worst case? Who benefits? Who suffers?
• Is this a world you’d like to live in? Why or why not?
• Which industry, services, or social rituals might be disrupted by this? 
• Which new user pain points or opportunities exist in this world?





To learn
If you want learn more about AI, here are some of my favorite learning resources:
• Elementsofai.com
• People + AI Guidebook by Google
• AI for Everyone on Coursera with Andrew Ng
• AI-driven design e-book series by Adyen & AWWWARDS
• Algorithms.design
• Machine Learning for Designers by Patrick Hebron for O’REILLY

To apply
If you want to explore more design tools, check out these projects:
• Intelligence Augmentation Design
• Toolkit by Futurice
• AI Ethics cards by IDEO
• Machine Ethics Toolkit
• IBM AI Camp DIY Guide

To play 
If you’re feeling a little overwhelmed, here are a few of my favorite AI games and experiments 
you can play with: 
• Teachable Machine by Google 
• Emoji Scavenger Hunt by Google 
• Quick, Draw! by Google 
• Runway ML 

https://www.elementsofai.com/
https://pair.withgoogle.com/guidebook/
https://www.coursera.org/learn/ai-for-everyone
https://www.awwwards.com/AI-driven-design
https://algorithms.design/
https://www.oreilly.com/design/free/files/machine-learning-for-designers.pdf
http://iadesignkit.com/
http://iadesignkit.com/
https://www.ideo.com/post/ai-ethics-collaborative-activities-for-designers
https://machineethicstoolkit.com/
https://drive.google.com/file/d/1qJXdhEcTF8jTjGYnt782Va5XOAC7a3M-/view
https://teachablemachine.withgoogle.com/
https://emojiscavengerhunt.withgoogle.com/
https://quickdraw.withgoogle.com/
https://runwayml.com/




Day 02
AI Meets Design II

Thank you~
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